
Chapter 3

Finite State Automata
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Deterministic Finite State Automaton





Representation of the Set of 

Instructions

 Matrix Representation :



Representation of the Set of 

Instructions

 Graphical representation:



Example

 Let 𝒜 < 𝑋,𝑆,𝑆0,𝔽,𝕀 > be a final state  automaton such that:



Example



Definition



Accepted word



Language Recognized by a Finite 

Automaton



Accessible  Co-accessible states



Proposition:

Let 𝒜 < 𝑋, 𝑆, 𝑆₀, 𝔽, 𝕀 > be a finite automaton, and let 𝒜’

be the automaton obtained from 𝒜 by removing non-

accessible and non-co-accessible states, along with their 

incoming and outgoing transitions.

We have 𝐿(𝒜) = 𝐿(𝒜′).
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Complete Automaton
 Definition:

A finite automaton is said to be complete if and only if

Proposition: For every automaton 𝒜 < 𝑋, 𝑆, 𝑆₀, 𝔽, 𝕀 >, there exists 
an equivalent complete automaton 𝒜′ < 𝑋, 𝑆′, 𝑆₀′, 𝔽′, 𝕀′ > such 
that 𝐿(𝒜) = 𝐿(𝒜′).



Deterministic Automaton

 A is said to be deterministic if and only if the 

transition function δ associates at most one state 

p to each pair (q, a), where a ∈ X and p, q ∈
Q.



Deterministic Automaton

 Example



Non-deterministic Automaton

 𝜔 = 𝑎𝑎𝑏𝑎 ∈ 𝐿 (𝒜) ? 

 Proposition: For every non-deterministic automaton 𝒜 < 

𝑋, 𝑆, 𝑆₀, 𝔽, 𝕀 >, there exists an equivalent deterministic 

automaton 𝒜′ such that L(𝒜) = L(𝒜′).



Example 

  = 1011 ∈ 𝐿 (𝒜) ? 

 It is enough to find a successful path that processes this word.



Deterministic Automaton



Example

 Make the automaton 𝒜 deterministic and then complete it.



Generalized Automata

 In a generalized finite state automaton , transitions 

(labels) can be generated by words. Transitions caused by 

the word ε are called spontaneous transitions (ε-

transitions), which represent a state change without 

reading any input.. 
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Partially Generalized Automaton 

In a partially generalized finite state automaton (AEF), 

transitions (labels) are generated by a single symbol from 

the alphabet or by ε.



Simple Automata 

 In a simple AEF, transitions (labels) are always 

generated by one and only one symbol of the 

alphabet.



Generalized Finite State Automata

 Definition:

A generalized automaton is a 5-tuple 𝒜𝐺 < 𝑋∗, 𝑆, 𝑆₀, 𝔽, 𝕀 >, 

where 𝕀⊆ 𝑆 × 𝑋∗ × 𝑆.

• The transitions in a generalized automaton are of three types:

–Transitions caused by letters of X.

–Transitions caused by words of length >1.

–Transitions caused by the empty word (spontaneous transition).



Example



Generalized Finite State Automata

 Theorem:

For each generalized finite automaton (AEF) 𝒜𝐺 < 

𝑋, 𝑆, 𝑆₀, 𝔽, 𝕀 >, there exists a simple and 

deterministic finite automaton (AEF) 𝒜𝑆 < 𝑋, 𝑆𝑆, 

𝑆₀𝑆, 𝔽𝑆, 𝕀𝑆 > that recognizes the same language.



Construction of the partially generalized 

automaton

 Elimination of words containing at least two 

letters:

For each transition with a word ω, such that |ω| = n, 

with n ≥ 2, create n-1 additional states and add 

transitions that connect these states with the letters of 

ω. At the end of this step, we obtain a partially 

generalized finite automaton (AEF).



Construction of the partially generalized 

automaton



Construction of the partially generalized 

automaton



 Elimination of ε-transitions:

The removal of these transitions gives us a simple DFA. To 

achieve this, we must first eliminate the transitions by ε

Rule 1 Rule 2

If Sⱼ ∈ 𝔉 then Sᵢ becomes a final state

Construction of the simple automaton



Elimination of the second spontaneous transition

Elimination of the first  spontaneous transition


