6 Linear Algebra (bl sl

6.1 introduction

The notion of vector space is a fundamental structure of modern mathematics. This involves
identifying the common properties shared by very different sets, such as the set of vectors of the

plane, the set of real functions, polynomials, matrices.
6.2 Laws of internal composition, groups
6.2.1 internal composition law (-3 @S 5 ¢ -8

Definition611  Let E be a non-empty set.
We call " * " law (operation) of internal composition on E the application of E X E in E
*: RXR—->R
(6, y) > xxy
* [s an internal composition law on E < Vx,y EE:xxy € E

Led 5S40l dlee g8 ¢ AT iy Ao ganall (il (ja peains Ao ganall (o (o peaic Jay g Guki g E de geaa o Al ¢ gilsl)
B )il de ganall
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Exanple 611

e Addition on R is an internal operation because: Vx,y ERx +y € R
e Addition on N is an internal operation because: Vx,y E Nx + y € N
e Multiplication on R is an internal law of composition: Vx,y E Rx Xy € R

e Subtraction on R is an internal law of composition: Vx,y € R x X x € R

e Subtraction on N is NOT an internal law of composition because : 3x,y E Nx X y &
N2-4=-2¢N)

Properties
Let E be a set and "*", "A" two laws of internal composition in E, then:
1. Commutativity 4
We say that " * " is commutative in E if and only if
RS 13 Jadd 5 1ol Al * Alead) o J g

Vx,y EEx*xy=yx*xx


https://ar.wikipedia.org/wiki/%D8%B9%D9%85%D9%84%D9%8A%D8%A9_%D8%AB%D9%86%D8%A7%D8%A6%D9%8A%D8%A9

2. Associativity 4
We say that " " is associative in E if and only if:
OIS Jadd g 1ol damaad ¥ dalaad) o) 58
Vx,yEE (x*xy)*xz=xx(y*2)
3. Identity element s paic
The internal law ' * 'has an identity element on E (neutral element), denoted e, if and only if :
(S 13 L g 13 @ oAl ey Mae eaie Jiy Al o gl o) i
VxeEE : xxe=exx=x
4. Inverse element ki yaic
Let x € E, we say that x" € E is the symmetric of x if and only if:
S 13 Ly 13 ) € F wmiall oS ) il g SRIN 08 Y € B peaial) o U5
xxx'=x"xx=e¢e
5. Distributivity 4=
We say that "* " is distributive with respect to A"’ if and only if:
OS 13 a5 1ol A (AT Adead Al dmy 3 55 % dalaall o) J

x*(yAz)=(x*y)A(x* z)

Vx,y,z€E {xA(y*Z): (xAy)*(xAz)

Exercise 6.1
1 . . 1
OnR - {5} we define the operation (*) such as for x,y € R — {E} Xx*xy=x+y—2xy

1- Is (*) an internal composition law.
2- Is it: commutative, associative?
3- What is the identity element by * ?

6.2.2 Groups

Definition621  Let E be a set combined with an operation (law) " * ": We say that (E; *) is a
group if and only if:

1. Internal law the law " * " is internal in E.

2. Assodiativity the law " * " is associative.

3. identity elerrent the law " * " admits an identity element (neutral element) in E:
VxEEIx'€EE:xxx'=x"xx=e



4. inverseelement every element of E admits an inverse element for the law " * ":
And if moreover " * " is commutative, we say that E is an abelian (or commutative) group.
Exanrple 6.21

1. (Z,+) is a commutative group. &l de gana oo,
2. The real numbers with respect to addition, which we denote as (R,+) is a group: it has the
identity 0, any element x has an inverse —x, and it satisfies associativity.

3. (N; +) is not a group because the elements of N have no inverse elements on N

4. (R;-)is not a group: the element 0 € R has no inverse, as there is nothing we can multiply
0 by to get to 1.

5. (R*,) is a group! The identity in this group is 1, every element x has an inverse 1/x such
that x - (1/x) = 1, and this group satisfies associativity.

Exemple 6.3 Soit E={—1,1}, on a : (E, x) est un groupe abélien.

6.3  Vector space
In this part, (k ; +; -) denotes a commutative field =% Jis in practice k = R ork = C
6.3.1 Vector space structure

Let k be a commutative field (generally it is R or C) and let E be a non-empty set provided with
an internal operation denoted (+):

+EXE->E
y)->x+y
and an external operation noted (- ):
tkXE->FE
4Ly) =2y

A vector space (E, +, *) is a set E with two operations ‘+’ and ‘-’ satisfying the following
properties forall x,y € E and A4, u € R

(+) 1. “#inanintemal law Vx,y€EE:x+y€E
2 identity elerent there exist a zero vector 30y Vx € E: O +x = x
3. inverse element Each vector in E must have an opposite in E.
Vx€EE FI(—x)EE:x+(—x)=(x)*xx=0




4. associativity Vx,y,z€ E:(x+y)+z=x+ 1 +2)
9. commutativity Vx,yEEx+y=y+x

this means that (E, +) is a commutative group:

Q) 1. The scalar multiple of a vector is a vector: VA € k,Vx € E:A-x € E
distributivity: VA € K, Vx,y € E:A-(x+y) = 1 x + Ay

Viu € K,vxe E:(A-w)-x = A1 -(u-x)

VLU E K,Vx€ E:(A + W.x = A.x + nx

Vx € E,1y'x = x

(1yis the identity element for the multiplication law (-)

Nk N

The elements of the vector space are called vectors and those of kk are scalars.
Exanrples

> (R,+, -)is R — vector space
» The set of all real valued continuous (differentiable or integrable) functions defined on
the closed interval I is a real vector space
f + 9= flx)+ gix)
(af)(x) = af(x)
Forallf,g € Eanda € R.

Propasition 621, If E is K — vector space, then we have the following properties.

Vx € E,O.x = 0g

Vx €E,(—1)).x = —x

VAeEK A-0p =0g

VIeEK Vx,y€EE A (x—y)=1-x—A1-y
VAEK VX €EE A-x =0 &A1= 0gorx =04

AR A e

6.3.2 Subspace of a vector space

Definition Let E be a k- vector space and F a nonempty subset of E. we say that F is a vector
subspace of E if and only if:

Vx,y € F,Va,f € K: au + fv € F
Remark

1. 0g and E are vector spaces
2 0gisavector (0 € E) and 0,is a scalar (0, € k)



Exercice 6.2
Show that F = {((0,y, z); y, z € R} is a subspace of the vector space R3
Solution 6.2

To show that F = {((0,v,2);y, z € R} is a subspace of the vector space R®> we need to show
that:

1- E is non empty « the vector is in F(0p € F):
OF = (0, 0,0) SO OF EF
Explanation F is the set of vectors with tree composants : triplets (X,y,z)

(0,%,y) : Fasanall JVIAFSY 3 ((x, y, 2) B ) 42Y) de sane & F

e sene AF Ao ganall 4iay F e ganall M ey siall i = 0) 2 sV 0p asnall gladd) ddlaal o Ly
F#@Qala e

2- VYuveF Vo, © aut+ BrveF:

We need to prove that Vu, v € F and Va, f € R the vector au + fv isin F
Foru and v two vectors in F we have : u = (0,y,,2,),v = (0,y,,2,)
gl s 5 B omiis cpade IS dal e F A geadl A 1y 51 cpelad JS da) e 4d) s o) s
F & ssisabad qu + v
Letu=(0,y4,2,) E F,v=1(0,y,,2,) € F, and a,f € R Then:
vu,v € F,Va,B © au+ pv = a(0,y;,2z,) + (0,y,,2,)
= (a0, ayy, az,) + (B0, By,, Bz;)
= (0,ayy, az;) + (0, By,, Bz,)
= (0,ay, + By, az, + fz;)
© (0,ay, + By, az, + pz;) EF
(s qu + B gleill I A3 F ) < qu 4+ fv oY
Hence, F = {((0,y, 2); y, z € R} is a vector subspace of the vector space R>

R3 ng;\.’.».u\ ;LA.ASS\ w@ﬁ ‘;91-9-54 ;LA'AQJA F — {((O’y’z);y’z € R} u\ ..~... .4-.\40}

6.3.3 Sum of two vector subspaces



Definition 6.23. Let E be K-vector space, and F;, F, two vector subspaces of E. The set defined as:
Fi +F, = + uyyu € Fiand u, € F,
is a vector subspace of E, called the sum of F; and F,.
6.3.4 Linear combination, linear dependence, independence
»  Linear combinations
Let E be a K-vector space. We say that the vector u is a linear combination of the vectors
v, Vy,., Vg of Eifdag,ay,..,a, € K: u = vy + av, +..+a,v,
Exercise 6.3

Express u = (—2,3) in R? as a linear combination of the vectors v; = (1,1) and v, =

(1,2)

Solution 6.3

Let a;, a, be scalars such that: u = a;v; + a,v,
u=a,(1,1) + a,(1,2) = (a; + ay, a; + 2a;,)
(-2,3) = (a; + ay, a; + 2ay)

{—2=a1+a2...(1) _){a2=5
3 =a1+20£2 (2) a, = -7

Hence,u = —7v; + 5v,

» Linear independence and linear dependence

Definition (Linear independence)

LetV = {v;,v,,..,v,}. We say that S is linearly independent if for all ¢4, @5,..., @, € K:
av; + v+ tav, = 0 2 0 = a, =...= a, = 0.

Definition (Linear dependence)

ThesetV = {v;,v,,..,v,} is linearly dependent if there are scalars a;, @5, ..., a, € R notall

zero for which ayv; + a,v, +...+ a,v, = 0

That is to say:

foray, ay,..,a, € K:3a; # 0,i € {1,..,n}:aqv; + ayv, +...+ ayv, = 0Of
Exercise 6.4

1. Show thatthesetV = {(—1,0),(2,1)} is linearly independent.
2. Show that the set V = {(1, 0),(=2, 0)} is linearly dependent.



Solution 6.4

1. Leta;,a, € Ria; (—1,0) + a, (2,1) = (0,0)
> (—a; + 2a,,a,) = (0,0)
= —a;+ 2a, = 0anda, =0
> a,=a,=0
Leta;,a, € R

2 aq (1; O) + a; (_2' O) = (0' 0)
= (a; — 2a,,0) = (0,0)
> a — 20, = 0> a; = 2a,.

= 3Jda; =2 # 0and a, = 1 # 0 such that 2 (1,0) + 1(—2,0) = (0,0)
6.3.5 Generating sets and basis of a vector space —cl=ill sLadll 32 cli 31l g0

Definition Let E be a vector space, a finite set of vectors V. = {v;,v,,..,v,} € E is called

a generator set of E if every vector u € E can be expressed as a linear combination of vectors
of V

Vu € E,Jaq,ay,...,a, € E: u=av; + ayv, +...+ a,v,
And we say E is generated by V.

e ganall dadil (o plad (o LS (g a3l iy iV de ganall jualic aaen AU aobains Gl 4 34 sall de ganall
530 gall 21 pe duded 1o jiddad o

Bxanple (0,1) and (1,0) is a generating set of R? = {(x,y); x,y € R}
u€ER? ©ou=(x,y)

Definition Let E be a vector space over R, the finite set V = {v;,v,,..,v,} € Eiscalleda
basis of E if:

1. Vs linearly independent.
2. Vs a generator of E.

Bxanple (0,1) and (1,0) is a base of R? = {(x, ¥); x,y € R} because (0,1) and (1,0) are
linearly independent.

R? ={(x,y);x,y € R} = {x(1,0) + y(0,1); x,y € R}

saclill £ jaiu 1S

Exercise 6.5
Consider the set S = {(1,1,1),(2,2,0), (3,0,0)} 4l Ae ganall jiad

1. Is S a system of generators of the vector space R3?



R3 eladll sliaill 320 a e sanall Ja
2. Write v = (3,4,2) as a linear combination of S
S dadl o dphd 4 i JSE iy = (3,4,2) pledl) i)

Proposition
If S is a basis, every vector can be written as a linear combination of its elements in a unique
way.

Exercise 6.6
Considerthe setV = {(1,0),(1,—-1)}
Is V a basis of R?

Solution 6.6

1.V is linearly independent
vV = {(1,0),(1,—1)} is a basis of R?& and
2.V is a generator set

1. Vs linearly independent means that:
Va,a, €R: a;(1,0) +a,(1,-1) =0 ©®a; =0anda, =0
Letay,a, ER
Va,,a, € R a;(1,0) + a,(1,—1) = 052 & a,(1,0) + a,(1,—1) = (0,0)
S (a1,0) + ay(ay, —ay) = (0,0)

o (a;+ay,—ay) =0

a1+0{2=0 {CZl:O
:>{ _a2:0:>a2:0

So {(1,0), (1,—1)} are linearly independent.
2.V is a generator set of R? means that:
Vu(x,y) ER?3 ay, a, € Rsuch that:u = a;(1,0) + a,(1,—1)

Leta,,a; ER:u=a,(1,0) + a,(1,-1) © (x,y) = (a; + a,, —ay)

6.3.6 Dimension of a vector space

Definition Let V = {vy,v,,..,v,} € E a basis of the vector space E



The number of elements of the basis V: n is called dimension of the vector space E and denoted
dimE =n.

Rermark

o IfV’' ={vi,v;,.., v} is another basis of E then dim V' = dimV > m = n
e Abasis of a vector space E is the smallest generating set of E.
e A generator has at least n vectors (dim E = n)

Exanple

e dimR=1
e dimR? = 2:{(1,0),(0,1)}is an example of a basis of R?
e dimR3 = 3:{(1,0,0),(0,1,0),(0,0,1)} is an example of a basis of R3

Theorem

Let E be a vector space of dimension n, then:
o If{v,, v, ..,v,}isabasisof E &
{vy, vy, ..., v} is a generator and is linearely independent

o If {vl, Uy, vy vp} are p vectors in E with p > n, then {vl, Uy, een) vp} can not be linearly
independent. Furthermore, if {vl, Uy, e vp} is a generating set, then there exist n vectors of p

{vy, vy, ..., v, } that forms a basis of E
e IfF is a subspace of E then dim F < dim E. furthermore, If dim F = dimE then F = E

Exercise 6.7
On R3, consider the set E defined as: E = {(x,y,2) E R®>:x +y + z = 0}

1. Show that E is a subspace of R3
2. Find a basis of E

Solution 6.7

+Q
Yu,v € E,Va,f & au+ v €EE

1. E is a vector space (:){
0g3 =(0,0,0) € E because 0+ 0+0=0s0E # @
letu,veEand a,f €ER
we haveu € E & u = (x,y,z) suchthat x+y+z=0
and, vEE & (x',y',z") suchthat:x' +y' +z' =0
so,au+ Pv =a(x,y,z) + B(x',y', z")

= (ax,ay,az) + (Bx', By', Bz")



= (ax+ Bx',ay + By',az + Bz’)

au+fv=\|ax+px',ay+ By ,az+pz'
GATAS ) A AS AN AS )

A gaza LS o g gena SV AN 42V st E LB ) (i qu + fr b
s oall (g gl 43S ja & gene G4 i qu 4+ B S 1D 1Y)

(ax + Bx") + (ay + By’ ) + (az+ Bz') = (ax + ay + az) + (Bx" + By’ + Bz")

=a(x+y+z)+,[>’<x’+y’+z’)= 0
0 0

au+ pv €E O
2. Abasis of E J3acld (e Cuall

E={(x,y,2)€ER*:x+y+z=0}={(x,y,2) ER%:z=—x—y}
= {(x:yx_x_Y);x:yER}z{(xlol_x)+(0’y,_Y)Fx,yER}

=4x(1,0,—-1)+y (0,1,—-1);x,y ER
V1 1%]

So (1,0,—1)and (0,1, —1) is a generating set of E. we need to show that they are linearly
independent.

L Lad Lo Aldia (45S5 () ang Bacld () K31 3l ge e gaaa (& (1,0, —1)and (0,1, —1)
Leta,,a, € R:a; (1,0,—1) + a,(0,1,—1) = 0p
= (al, O, _al) + (0, az, _az) = (0,0,0)

= (all aZI _aZ - aZ) = (01030)

N {21 ~ 8 = (1,0,—1)and (0,1, —1) are linearly independent
, =

so (1,0,—1)and (0,1,—1) is a basis of E
6.4  Linear Maps &bl wlaglill
Definition Let E and F be two R —vector spaces. A linear map f from E into F is a relation
that assigns to each vector u in E a unique vector f(u) in F:
fiE—>F
x = f(x)



Such that:

a. Yu,u; € E: f(uy + uwy) = fluy) + fuy).
b. Vu € E,Va € R: f (au) = af (u).

Or, Vuy,u, € E,Va,B €ER: f (ax; + Puy) = af(u) + Bf(uy).
Example
The map f : R?> —» R3 defined as f (x,y) = (x?,x + y,1) is not linear.
We can easily find vectors u,, u, € E for which the condition:
Yu,u, € E,Va,B €R: f (ax; + Buy) = af(u) + Bf(uy).is false.
We take u; = (1,0)and u, = (0,0)
We have: f(u; +u,) = f((l, 0) + (0, 0)) = f(1,0)=(1,1,1)
On the other hand, we have: f(u;) = f(1,0) = (1,1,1) and f(u,) = £(0,0) = (0,0,1)
sof(1,0)+ f£(0,0)= (1,1,1)+ (0,0,1) = (1,1,2)
(1,1,1) = (1,1,2)
Hence, f ((1,0) + (0,0)) f£(1,0) + £ (0,0)

So f is not linear map.

Exercise 6.8
f: R?> - R3defined as f(x,y) = (3x — ¥,0,2y) is linear map.
a. Letuy(xq,y1),uy(x5,5,) € R%:
f((xl')ﬁ) + (xz»yZ)) = f(xy +x2, 51 +¥2)
=BG+ x2) =1+ 52,021 + ¥2))
= (Bx1 — ¥1,0,2y1) + (3x2 — ¥2,0,2y,)
= flxp,y1) + f (x2,¥2)
=>f ((xl'%) + (xZ'yZ)) = f(x,y1) + f (e, 2).
b. Leta € R fand u(x,y) € R

flaw) = f(a.(x,y)) = f (ax,ay) = B (a.x) — (ay),0,2 (ay))
= a.3x — y,0,2y) = af(x,y)

fromaandb f is a linear map



Properties

Here are some simple properties of linear maps f : E - F

f(0g) = 0y (example: if f R? > R we have (0,0) = (0,0,0))
f(=x) = =f(x)

If V is a subspace of E , then f (V) is a subspace of F.

If W is a subspace of F, then f~1 (W) is a subspace of E.

The composite map of two linear maps is a linear map.

6.41 Kernel, image, and rank of a linear map

Definition
E into F

Let E and F be two R —vector spaces and let f be a linear map from

e The set f (E) is called the image of the linear map f and is denoted Imf.

U € E o f () oy bl Gkl 5500 f(E) Ao sanall (pansd

that is to say: Imf = {f (u): u € E}.

e Thesetofall u € E such that f(u) = O is called the kernel of f and is denoted ker f.

#\M\B\ywﬂf(u) = OE M}Mu))msﬂ\ u‘)ml_\z.]\

that is to say: Kerf = {u € E: f (u) = 0p}.

Properties Let f : E — F be a linear map.

e The kernel of f: Kerf is a subspace of E.
e The image of f: Imf is a subspace of F.

To be continued ...



